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The types of incorrect actions and classification of the root causes of errors by personnel are analyzed. Recom-
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Understanding the role of the human factor in incidents

is important from the standpoint of preventing them in the

future, as well as for formulating an effective culture of

safety in which the principle of justice (“just culture”) pre-

vails [1]. Here we analyze the current methodological guide-

lines for analyzing the causes of incidents in the operation of

nuclear power plants [2] from these points of view, with em-

phasis on one of its applications: psychological analysis of

the causes of incorrect actions by personnel. This application

includes a classification of erroneous actions by personnel

and a classifier for the root causes of these. We examine

modern approaches to the types of erroneous actions by peo-

ple.

At present, the most widespread classification of human

error is based on the principle of intentional actions [3 – 6].2

To describe this classification, we make additional use of

three important phases in the activity of an individual opera-

tor [7], which are characterized by different types of errone-

ous actions:

I. Evaluating the state of the system — diagnostics;

II. Planning (including establishing a goal) — decision

making;

III. Carrying out a plan of action — execution.

We now briefly discuss the major aspects of the classifi-

cation of human error and then expand on the content of indi-

vidual erroneous actions, given that erroneous actions

include both active and inactive steps by the participants.

Unintentional incorrect actions. In the foreign litera-

ture on the human factor unintentional actions (slips, lapses,

and mistakes) are included in human error [3, 4]:

Slips [8] and lapses. The source process is III. Carrying

out a plan of action — execution.

Evaluating the state of the system: correct.

Planning (program, procedure): correct.

Execution (program, procedure): actions deviated from

the accepted plan (the basic content of the erroneous action).

The basic psychological mechanisms for this category

of errors: random failures in carrying out of actions (often

well known) take place because of insufficient attention or

failures of memory.

The main types of incorrect actions in this category:

— slips — incorrect execution of actions;

— lapses — correct action not carried out (at the re-

quired time or place).

Mistakes. The source process is I. Evaluating the state of

the system — diagnostics.

Evaluating the state of the system: erroneous.

Planning (program, procedure): a plan of action that

cannot solve the problem (the basic content of the erroneous

action) is chosen on the basis of an erroneous evaluation of

the situation.

Execution (program, procedure): following all the steps

in the erroneous plan.

The main psychological mechanisms for mistakes: incor-

rect diagnosis of the state of the system and situation based
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on distorted or incomplete information (data collected and

evaluated for determining the state of the system).

Intentional incorrect actions. Violations of rules. The

source process is II. Planning — decision making.

Evaluating the state of the system: correct.

Planning: an intentional deviation from the plan (proce-

dure, program, and the rules and standards upon which it is

based) without planning for the ultimate negative conse-

quences (basic content of the erroneous action).

Execution (program, procedure): following all the items

in the “corrected” plan.

The basic psychological mechanisms for the violations:

formation of individual attitudes based on the organizational

culture and safety culture (social settings, relationships, and

values of an individual, which determine his behavior, the

form of interaction with other individuals and ways of carry-

ing out his work, interpersonal relationships and the relation

to his work and to matters of safety [9]).

The main types of violations of rules:

— necessary or situational — an individual proceeds

to a violation assuming that, under the given circumstances,

he cannot perform the work if the procedures and rules are

followed strictly;

— organizational optimizing — an individual violates

procedures and rules assuming that this will be better for his

company (organization);

— personal optimizing — an individual proceeds to vio-

late the procedures and rules for personal gain; and

— recklessness — an individual proceeds to crude vio-

lation of the procedures and rules, knowing the high risks,

while overestimating his capabilities and underestimating the

consequences.

Sabotage or malevolent acts. The source process is II.

Planning — decision making.

Evaluating the state of the system: correct.

Planning: an intentional deviation from the plan (proce-

dure, program, and the rules and standards upon which it is

based) with planning of ultimate negative consequences —

malice aforethought (basic content of the erroneous action).

Execution: following all the items in the “malevolent”

plan.

The main psychological mechanisms for this category of

incident: the driving force is the personal motives of an indi-

vidual (such as grievance, anger at perceived “unjust” pun-

ishment or firing).

After a short survey of the classification of human errors,

we shall examine the content of the incorrect actions listed

above.

Slips and lapses in the stage of executing planned actions

(programs, procedures). Slips (or errors of choice: actions

not taken in the planned manner) usually happen as a result

of insufficient concentration (inattention). An operator who,

for example, wants to shut off pump “A” accidentally takes

pump “B” out of operation (the switches for the two are next

to one another on the control panel). Lapses (failure to carry

out planned actions) are characterized by violation of mne-

monic processes (recollection, retaining and reproducing in-

formation) by an individual owing to diversion of attention

(lapse in operation — errors of omission, change in the se-

quence of operation — sequential errors).

When this kind of incorrect action occurs it is important

to analyze the ergonomics of the workplace, the conditions in

the workplace (lighting, noise, distractions), and the content

of the activity (time deficit, inadequate work load, things that

interfere wit the customary activities). If these kinds of error

have happened before, it is also important to evaluate their

degree of recurrence (routine errors) using the accumulated

base of data on the errors: how much the error is inherent in a

given individual (personal history of errors) or a given task

(similar mistakes by different people). In this way it is possi-

ble to obtain valuable information for searching for precur-

sors of the errors and situations in which error is likely [10].

Mistakes are based on cognitive errors during opera-

tional diagnostics of the situation or the state of equipment.

(Cognitive processes primarily involve judgments or deci-

sion making.) First, an operator may not have all the infor-

mation required to construct a valid informational model of

the situation, including special basic knowledge. The result-

ing situation may arise from an inadequate data collection

system or from insufficient operator preparation. In addition,

incorrect judgments can arise from cognitive distortions

(cognitive or human biases) and heuristic ways of thinking.

Cognitive distortions represent a tendency by a individual to

form erroneous judgments because of peculiarities of his

thinking, which can be reinforced under certain conditions

(e.g., shortage of time, stress). Heuristic thinking, which

reduces the psychic effort and time needed for decision

making, can lead to a shortage of adequate, accurate infor-

mation for the individual and lead him to a false understand-

ing of the actual situation [4]. For example, an operator

might undertake a search for additional data to confirm his

hypothesis, while avoiding information in conflict with his

point of view (confirmation bias) [4]. Or an operator might

be inclined to make a decision that has served successfully

more than once in similar situations without realizing that the

actual situation is significantly different (availability heuris-

tic) [4].

When analyzing mistakes it is of prime importance to

evaluate the effectiveness of the information collection sys-

tem (configuration of equipment and ergonomics of the

worksite), the adequacy of staff training, and how much the

content of the problem (shortage of time, inadequate work

load, etc.) might affect the functional state of an individual

(the ability of physiological and psychological processes to

provide reliable and effective execution of an action) or the

cognitive bias and erroneous heuristics in complex circum-

stances. With mistakes it is also important to evaluate the de-

gree to which they are “routine” (both at an individual level

and for all the personnel with a given task).

The main difference between violations of rules and the

previously examined erroneous actions is an awareness of a

modification or change in the procedure set by the program;
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this is an intentional deviation from the rules or standards.

However (and this is important to take into account), indi-

viduals who violate rules are truly convinced that they are

“doing everything right” in the given situation. They are sure

that only a deviation from the procedures or rules will make

it possible to attain the set goal, save time and other re-

sources, and maintain equipment and the necessary specifi-

cations for the engineering process. (Thus, personnel at the

Chernobyl nuclear power plant were not trying to destroy the

plant; in their actions the workers were guided by the desire

to complete a program of testing and improve the safety sys-

tem.) If there are risks, then they are insignificant and if there

is a probability of negative consequences, then it is minimal;

“in any case, the situation is under control.” Therein lies the

main difference between sabotage or a malevolent act, when

a person perceives the dangerous consequences of his acts

and deliberately sets them in motion.

In analyzing violations, we enter into the region of the

attitudes held by an individual making a decision to deviate

from the appointed program, existing procedures, rules, and

standards. The organizational culture, including the safety

culture, i.e., the set of values, relationships, standards, and

forms of behavior generally accepted in a given organization,

is an important factor that determines the attitudes of individ-

uals and, therefore, their behavior in specific situations.

Necessary (situational ) violations arise mainly because

of a shortage of time, high worker load, unforeseen problems

with equipment or with the work site, which make it impossi-

ble to complete the work in full compliance with procedures

within a specified time [1]. The behavior of an individual

will be determined by the organizational culture: if the eco-

nomic interests of the organization predominate over the

requirements of safety, or if the existing rules and standards

of the organization dictate unconditional completion of

work, regardless of “local” difficulties, personnel will pro-

ceed to violate rules in these circumstances. And this practice

will be routine. Obviously, the responsibility for deviations

from procedures, programs, and instructions will lie mainly

with the organization, rather than with the operators who are

drawn into these violations.

In organizational-optimizing violations, an individual

may deviate from rules and procedures in order to improve

some process, to attain its maximum efficiency in the inter-

ests of production and the organization as a whole. This may

happen when the existing procedures do not always include

the most efficient ways of completing the work and are often

“rewritten” in practice by experienced specialists who dis-

cover the safest and least time consuming ways of doing the

work. Another cause is the absence of necessary procedures

(or documentation) at the work site or their unsuitability

(being contradictory) for solving specific problems. For

example, according to data from studies of the root causes of

incorrect actions by people in significant incidents at nuclear

power plants in the United States conducted by INPO during

1983 – 1984, the fraction of defective procedures or docu-

mentation was 43%, while failure of personnel to follow pro-

cedures accounted for 16% [11]. In studies for 1995, the frac-

tions of erroneous procedures among the root causes of

human error at German and Swiss nuclear power plants were

22 and 25%, respectively [12]. The responsibility for the de-

velopment, coordination, and introduction of procedures and

other documentation at nuclear power plants lies with the or-

ganization, as do incidents in which this factor turns out to be

a root cause.

While in organizational-optimizing violations an individ-

ual tries to be guided by the interests of the organization

(as he understands them), in personal-optimizing violations,

the individual’s personal interests and gains predominate.

In this case, an individual consciously reduces his efforts

(physical, intellectual) to complete the task without consider-

ing the demands of procedures and rules [1]: a responsible

person places his signature on a document without fully

checking the quality of repair work; an operator “doesn’t no-

tice” problems in the operation of equipment — “the next

shift will take care of it.” But in all these cases, an individual

has assumed that the probability of negative consequences

from his actions (inactions) is minimal.

The basis of reckless violations is most often an active

bucking of all rules, instructions, procedures, standards, and

values. The individual sets himself above all this; he, him-

self, establishes standards for himself, and “writes” the rules.

His many years of experience, sure mastery, and vast self

esteem — are a guarantee. It is especially dangerous when

the organization closes its eyes to this. A textbook example

of this kind of reckless behavior is the story of a 46 year old

crew commander of a B-52 bomber, a pilot-instructor and

colonel in the US Air Force [13]. He constantly disobeyed

instructions when in flight. The crew of the bomber had re-

peatedly written reports to the command about unacceptable

conditions during flights he piloted. The head of the squad-

ron demanded suspension of the pilot from flying, accusing

him of being a “cowboy” at the controls of the aircraft. But

the command, which regarded him as one of the most experi-

enced and best commanders of a B-52, did not agree with the

opinion of his immediate supervisor. On June 24, 1994, dur-

ing risky maneuvers dangerously close to the ground, the

plane grazed an electrical transmission line and crashed just

meters away from a weapons dump and a barracks. The

entire crew (4 men) was lost. This example shows how it is

possible to ignore “precursors” of a future catastrophe. Here

the organization must share fully the responsibility for the

behavior of the commander that led to the loss of the crew

and the plane.

As in the case of errors (unintentional erroneous actions),

violations can also be of a routine character and transform

into a daily standard (simplify the problem, save time,

“straighten out” a procedure). But, while in the first two

types of violations (situational and organizational-optimiz-

ing) this daily standard is rather general, the latter two types

of violations (individual-optimizing and reckless) are indi-

vidual [14].
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The types of erroneous actions described here lie on a

scale of increasing individual responsibility and guilt of the

people involved in the violation [14, 15]. According to the

principles of “just culture,” the boundary between acceptable

behavior (requiring corrective measures in the form of con-

sultations or training) and unacceptable behavior (requiring

suitable punishment) should be drawn between organiza-

tional-optimizing and individual-optimizing violations [14 –

16]. Just culture is an atmosphere of trust, where all stimuli

for providing important information relevant to safety are

present, but people clearly recognize the need to draw a line

between acceptable and unacceptable behavior [15].

After a brief review of the classification of erroneous ac-

tions by people, we shall examine the three types of error dis-

cussed in the methodological guidelines [2].

1. Random error — slips or blunders. In its description,

this type of erroneous action belongs to the class of lapses:

“reckless execution of a superfluous operation or failure to

complete a specified operation” [2]. This type of erroneous

action is typical of the execution stage and should be supple-

mented by other errors — slips, when we are dealing with in-

correct execution of an operation itself.

In the methodological guidelines, it is stated more pre-

cisely that a random error-slip is the “result of an inappropri-

ate psychological state of a person” (it would be more accu-

rate to use the terms “functional state of a person”). As

this review shows, the list of sources of errors of this kind

is much wider. The reliability and effectiveness of the pro-

fessional activity of a person are determined both by external

(organizational) [the content of the problem, the working

environment (equipment, documentation, and the physical,

social, and organizational ambience)] and internal [motiva-

tion, training, cognitive processes, functional state] pro-

cesses [7, 17, 18]. All of these factors can become sources of

incorrect actions by people, both during the stage of execu-

tion and during evaluation of the situation and planning of

actions. An example of a system analysis of these factors can

be found in the SHEL model proposed by E. Edwards [19].

2. Errors arising from ignorance. This type of error can

be fully assigned to the mistake category, where an incorrect

solution is treated as “a failure to understand the situation”

[2]. Here only two sources of incorrect actions are distin-

guished — “insufficient professional training of a person”

and his “failure to meet the high standards of the profession

in terms of intellectual factors.” These are two organizational

factors related to training and selection of personnel. A sys-

tem analysis requires study of all the possible external and

internal factors determining an action; here special attention

should be paid to the effectiveness of the information transfer

system and the content of problems (shortage of time, inade-

quate workload) in evaluating this type of erroneous action.

3. Intentionally incorrect actions. In formulating this

type of error is is possible to find the characteristics of both

violations of rules [actions “counter to the known instruc-

tions and rules] and sabotage (a subspecies of error, “an

extreme subterfuge motivated by external reasons, unfit to

the essence of the work, and a crude violation of rules or

complete ignoring of safety, and violence against equipment”

[2]). Two other subspecies of “intentionally incorrect actions

(“simplification” and “rationalization”) reflect the content of

optimizing violations without differentiation into organiza-

tional and personal (individual). There is no description of

necessary (forced) or situational violations because of lack

of time, high work load, or problems with equipment or the

work site, or reckless violations. On the whole, there are no

clear criteria which might make it possible to differentiate

among the different types of rule violations.

The description of “intentionally incorrect actions” em-

phasizes their deliberate character. There are several syn-

onyms for this term in Russian [20] (more or less equivalent

to the English “ill intention,” “maliciousness,” “premedi-

tated,” or “special interest”). But was the decision to change

one of the points in the program for checking the synchroni-

zation circuits for a turbine generator, a decision reached by

three technical shift supervisors (designated as NSÉTs,

NSO-1, and NSAÉS) on the job who were genuinely con-

vinced that this would ensure more reliable and safer opera-

tion of the unit, truly “malicious” [21]? Undoubtedly, their

actions, which ultimately led to breakdown of the emergency

protection system (AZ-1), were neither “malicious” nor “pre-

meditated,” nor brought on by “special interest.” This was a

conscious correction, a change in the program in order to im-

prove it (an organizational-optimizing violation). It is neces-

sary to look into what caused this: an incorrectly set up pro-

gram, the absence of appropriate technical documentation at

the work site for the shift supervisors, or their inadequate

professional training [21]. Emphasis on the “intentional” in

this case may lead us far away from the true sources of the

incorrect actions. In legal practice, for example, there is the

concept of “premeditated bankruptcy,” which is treated as an

“economic crime.” Then a “premeditated deviation from a

test program” could be regarded as an “industrial crime.”

In the methodological guidelines, “intentional incorrect

actions” are briefly designated as “motivational errors” [2].

But, as noted above, motivation is one of numerous sources

which can cause incorrect actions by people, both in the exe-

cution stage (slips and lapses) and in the diagnostic and deci-

sion making stages (mistakes and violations). For effective

and reliable activity, the motivational readiness of an individ-

ual must be combined with the necessary level of training,

level of cognitive processes, and functional state. “External”

factors, such as the content of the problem and the work

environment, must also be taken into account here. For

example, an extreme level of automation in the operator’s

activity may serve to demotivate him [22], i.e., lead to de-

creased attention and alertness, and, therefore, to a higher

probability of making slips and lapses. It is not by chance

that we never encounter the concept of “motivational errors”

in studies of incorrect actions by personnel in foreign reports

on significant incidents at nuclear power plants. But we are

presented with a detailed analysis of organizational factors
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which might facilitate the development of motivation and at-

titudes inconsistent with a culture of safety.

After describing the three types of human error, the

methodological guidelines [2] turn to a definition of the

sources of incorrect actions, i.e., to the “psychological

causes,” restricting itself exclusively to the level of the indi-

vidual: the psychophysiological processes, cognitive pro-

cesses (memory, thinking), motivation, and personality.

Certainly, in a system analysis the methodological guidelines

should be supplemented by a description of such sources

of incorrect actions by individuals as the content of the prob-

lem, equipment, procedures, conditions at the work site, and

interactions with colleagues and line management (commu-

nication).

Given the peculiarities of an individual, it is extremely

important to examine the role of organizational factors in

creating dangerous conditions which could influence the de-

velopment of erroneous actions. For a long time during the

development of nuclear power the concept of “human factor”

(human error) was associated with incorrect actions of oper-

ating personnel — operators, repairers, shift supervisors. The

books of J. Reason [3, 15] have revealed the important role

of organizational factors in causing incorrect actions by

personnel. During evaluations of human activities, close

attention is paid to such organizational factors as design

shortcomings, defects in equipment, unworkable procedures,

inadequate education, and conflicting goals.

The influence of organizational factors on safety at nu-

clear power plants came to be widely recognized at the end

of the twentieth century. Detailed analysis of the root causes

of accidents leading to shutdown of power generation units

has revealed deficiencies, primarily in organizational factors

[3, 10, 23, 24]. The increased attention to organizational fac-

tors has meant that these factors have been more often identi-

fied in later analyses of incidents as root causes and facilita-

tors of anomalous events [25]. The fraction of organizational

deficiencies involved in significant incidents in the nuclear

industry is customarily estimated to be 70% [10, 24]. The

real fraction may, however, be significantly higher. For

example, in 2005, organizational factors were the cause of

roughly 94% of incidents at commercial nuclear plants in the

United States [26].

In 1999, the IAEA commissioned a report from the nu-

clear energy agency of the OECD (OECD NEA) on the iden-

tification and evaluation of organization factors influencing

safety at nuclear power plants [23]. The group of interna-

tional experts at the NEA identified twelve most important

factors:

— external influence factors;

— goals and strategy;

— control and supervision functions;

— distribution of resources;

— control of human resources;

— training of personnel;

— coordination of work;

— organizational knowledge;

— determination and introduction of procedures;

— organizational culture;

— organizational training;

— communication.

The manual of aircraft accident and incident investiga-

tion prepared by the International Civil Aviation Organiza-

tion [4] examines the following additional organizational

factors:

— design of equipment, workplace, and human-ma-

chine interface;

— setting of conditions at the workplace.

The role of line management in the actions of personnel

is emphasized in the human factor analysis and classification

system (HFACS) [5] and in the system error and risk analysis

(SERA) method [6] (in particular, in stating a problem and

assigning the resources for solving it).

Unable to examine the sources of incorrect actions [4 –

7, 10] in more detail in this article, we conclude with the

method of psychological analysis of human error — a classi-

fier of root causes of incorrect actions. These are divided into

two classes: “psychological sources” and “external condi-

tions and means of activity” [2].

In discussing psychological sources, it is necessary to

state that these are really “sources” and not “root causes” of

incorrect actions. For example, “inadequate professional, im-

portant, personal psychological qualities,” “inadequate char-

acteristics of thinking, memory, attention,” and “inadequate

psychophysiological qualities,” may be a consequence of

inefficient recruitment of personnel (“control of human

resources”), “a reduced functional state” [a result of inade-

quate control of the work load of personnel (“coordination of

work”)], or “insufficient professional competence” [ulti-

mately, a problem in the system of staff training (“training of

personnel”)]. In his analysis of the causes of erroneous ac-

tions, an investigator can use this classifier to focus on the

level of sources without uncovering root causes that might

lead personnel to new incorrect actions in the future. It is, in-

deed, extremely important to clarify, for example, the reason

for “inadequate motivation:”

— an individual lacked motivation for the activity from

the start (personnel recruitment system — “control of human

resources”);

— during the process of working an individual lost

interest in the activity (motivation system at the establish-

ment — “control of human resources”);

— economic interests predominate over the require-

ments of safety (“organizational culture”).

Another class of root causes of incorrect actions is exter-

nal conditions and work tools. This is in the sphere of or-

ganizational factors. But only “administrative structure,”

“control,” and “communication” are attributed to it in the

methodological guidelines [2]. Root causes of organizational

character such as operations documentation (“determination

and introduction of procedures”), working conditions (“coor-

dination of work,” “provision of conditions at the work-

place”), ergonomics of the workplace (“design of equipment,
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the workplace, and the human-machine interface”), psycho-

logical climate (“functions of control and supervision”), and

the social-political situation (“external factors of influence”),

are listed separately.

The list did not include such important organizational

causes of incorrect actions as the choice of personnel (one of

the processes for control of human resources), organizational

culture (which also includes the safety culture), the distribu-

tion of resources (ensuring a balance between economic

pressure, the requirements of safety, and regulation of work),

and training of personnel.

CONCLUSIONS

1. The method of psychological analysis of the causes of

incorrect actions by personnel, which is a component of the

“methodological guidelines for analyzing the causes of inci-

dents in the operation of nuclear power plants” [2], includes

a typology of human error, sources, and root causes of incor-

rect actions. But the incompleteness and contradictions of all

three sections of this method limit the ability of an investiga-

tor to establish the real gaps related to the human factor in

barriers to safety at nuclear power plants and to develop nec-

essary corrective measures. A second important point is that,

in using this method, an investigator may wrongly determine

the degree of responsibility of the participants in an incident,

thereby violating the principle of just culture, which is at the

basis of an effective safety culture [1, 14, 16, 24].

2. A number of recommendations have been proposed

for improving the method of psychological analysis of the

reasons for incorrect actions by personnel presented in the

“methodological guidelines for analyzing the causes of inci-

dents in the operation of nuclear power plants:”

— the classification of incorrect actions by people and

the criteria for differentiating them must be refined in light of

modern ideas regarding human error;

— the sources of incorrect actions by people must be

supplemented by a description of organizational factors;

— the list of root causes of incorrect actions must be re-

worked, eliminating the “sources” and adding factors which

can actually give rise to human error;

— a procedure for analyzing incorrect actions by people

must be developed that would include the following: an al-

gorithm for searching and selecting data on a violation,

establishing the chronology of events and dangerous con-

ditions, determining the types of incorrect actions, determin-

ing the sources of the incorrect actions, determining the root

causes of the incorrect actions, and providing corrective

recommendations.

REFERENCES

1. J. Reason, “Achieving a safe culture: theory and practice,” Work

and Stress, 12(3) (1998).

2. Methodological Guidelines for Analyzing the Causes of In-

cidents in the Operation of Nuclear Power Plants, Fires,

Accidents and Damage to Buildings and Equipment. Appendix

Zh, A Method for “Psychological Analysis of the Causes of

Incorrect Actions by Personnel,” at: http:��www.tehlit.ru�
1lib_norma doc� 47�47805�

3. J. Reason, Human Error, Cambridge Univ. Press, New York

(1990).

4. ICAO. Manual of Aircraft Accident and Incident Investigation.

Part III. Investigation, Doc 9756-AN�965 (2000).

5. S. A. Shappell and D. A. Wiegmann, The human factors analy-

sis and classification system — HFACS, DOT�FAA�AM-00�7,

Office of Aviation Medicine, Washington, DC, USA (2000).

6. K. C. Handy, A Tool for Human Factors Accident Investigation,

Classification, and Risk Management, Technical Report TR

2002-057, DRDC, Toronto (2003).

7. V. A. Mashin, A Method for Study of the Human Factor in Inci-

dents and Accidents [in Russian], mashinva.narod.ru�arch�
PSY17.pdf).

8. T. I. Shatalova, English-Russian Thematic Dictionary, Astrel’ –

AST, Moscow (2005).

9. IAEA. Competency Assessments for Nuclear Industry Person-

nel, Vienna (2006).

10. US DOE, Human Performance Improvement Handbook, Vol. 1:

Concepts and Principles, DOE Standard DOE-HDBK-1028-

2009, USDOE, Washington, DC (2009).

11. J. Reason, “The contribution of latent human failures to the

breakdown of complex systems,” Phil. Trans. Roy. Soc. London

B. Biol. Sci., 327 (1990).

12. IAEA. Organizational Factors Influencing Human Performance

in Nuclear Power Plant, TECDOC-943, Vienna (1995).

13. T. Kern, Darker Shades of Blue: the Rogue Pilot, McGraw-Hill,

New York (1999).

14. P. Hudson, M. V. Dockwise, and R. Briden, Meeting Expecta-

tions: A New Model for a Just and Fair Culture, Soc. of Petro-

leum Engineers (SPE), (2008).

15. J. Reason, Managing the Risks of Organizational Accidents,

Ashgate, Brookfield, VT (1997).

16. A Roadmap to a Just Culture: Enhancing the Safety Environ-

ment, GAIN Working Group E, Flight Ops�ATC Ops. Safety

Information Sharing (2004).

17. V. A. Mashin, “Psychic load, psychic stress, and the functional

state of control system operators,” Vopr. Psikhol., No. 6 (2007).

18. V. A. Mashin, “Classification of human functional states,” Éksp.

Psikhol., 4(1) (2011).

19. E. Edwards, “Introductory overview,” in: E. L. Weiner and

D. C. Nagel (eds.), Human Factors in Aviation, Acad. Press,

San Diego, CA, USA (1988).

20. D. N. Ushakov (ed.), Explanatory Dictionary of the Russian

Language [in Russian], Astrel’ – AST, Moscow (2000).

21. “Analysis of some incidents in 2001 at Russian nuclear power

plants,” in: Proc. of the Third Int. Sci.-Tech. Conf. (MNTK-

2002 ) on Safety, Economy, and Efficiency of Nuclear Power [in

Russian], Moscow (2002) (reamntk.ru�dokladi4.htm).

22. IAEA. The Role of Automation and Humans in Nuclear Power

Plants, TECDOC-668, Vienna (1992).

23. OECD. Identification and Assessment of Organisational Fac-

tors Related to the Safety of NPPs, SOAR, NEA�CSNI�
R(99)21, Vol. 1 (1999).

24. IAEA. Managing Human Resources in the Field of Nuclear En-

ergy, IAEA Nuclear Energy Series, No. NG-G-2.1.2009.

25. D. Okrent and Y. Xiong, “Safety culture evaluation and ASSET

root cause analysis,” in: Int. Topical Meeting on Safety Culture

in Nuclear Installations, Vienna, April 24 – 28, 1995.

26. US DOE. Human Performance Improvement and Occurrence

Reporting, US DOE, ORPS, Energy Facility Contractors Group

(EFCOG) (www.hss.doe.gov�sesa�analysis�orps�taskgroup�
hpibriefing.pdf).

220 V. A. Mashin


